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Geo-distribution for Low Latency
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Application Needs to Manage Replication

Isolated storage services
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Isolated storage services
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Challenges for Data Replication in Cloud
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Challenges for Data Replication in Cloud
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Challenges for Data Replication in Cloud
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Problems with Existing Solutions

" Compatible with
' limited interface

Low latency
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Our Solution: Consistent Replication In the Cloud

" Compatible with

LOWIateNCy 1 imited inferface

--s-=--r--=-=-"\-=-=-=-=--"r-=-=-=




3
O
-
O
>
O
S,
%
O

om TN mm o = o o = e

- e ————
N

llllllllllllllllllllllllll

Key-value store
(reads/writes)



3
O
-
O
>
O
S,
%
O

pm TN Emm o o = o o =

om TN mm o = o o = e

Key-value store

(reads/writes)




3
0
>
0
>
O
O
a4
O

om TN mm o = o o = e

Key-value store

(reads/writes)

v Apps directly read/write

data from/to cloud storage

- e e e e o o o e = -

30



CRIC Overview
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CPaxos In Action
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Tradeoff: High Lo’rency under Conflict
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Tradeoff: High Lo’rency under Conflict
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CRIC Optimizations

Reduce latency under conflict
O Staggered Requests

Reduce reader-write-back
O Asynchronous commit notification

Reduce storage and data transfer cost

O Separates data and Paxos log
O Aggressive garbage collection in Accept phase
O Store data digest in Paxos log
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CRIC Optimizations

Reduce latency under conflict
O Staggered Requests

Reduce reader-write-back
O Asynchronous commit notification

Reduce storage and data transfer cost

Cost-effective
Only one version of the data is stored in each replica data center




Evaluation
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CRIC Enables Low Cost

Fast Paxos

CRIC

if8 CRIC can reduce cost by 20% ~ 50%
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. Without Sacrificing Performance
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Staggered Requests Lower Latency Under Conflict
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Conclusions

C R | C

O Compatible with cloud storage interface
O One round read/write in common case
OLow cost
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