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web APIs and applications.

Motivation

* Many applications rely on the web APIs deployed in the cloud.
* But modern cloud platforms do not provide any guarantees regarding the performance of deployed

* There is a lack of tools for reasoning about the performance of cloud-hosted applications.
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Our Solution: Cerebro

Combines static analysis of PaaS applications with runtime monitoring of the cloud platform to

automatically predict performance SLAs for cloud-hosted web applications.

[ Computes statistical bounds on the response time performance of web applications/APIs deployed in
Paas clouds.
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Cerebro Architecture

We implemented this architecture

for Google App Engine public PaaS,
and AppScale private PaaS.
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