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PROBLEM NATURAL REPLICATION REACTIVE RECOVERY

Current failure recovery mechanisms (such | | Communication between partitions intro-
as checkpointing) are proactive: duces state replication at remote servers:
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e Incur high and unnecessary overhead dur-
ing normal, failure-free execution.
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o All-Neighbor Replication (e.g., Power-
Graph): Vertex states replicated at all
SSD = HDD s neighbors on remote servers.

UK Web Graph-©-
Twitter ¥
Road Network CA-I-

UK Web Graph -©-
Twitter %
Road Network CA -

o
IV
o
N

0

0

Vertices Recoverable
Vertices Recoverable

0246810121416 O 2 4 6 8 1012 14 16
Number of Failed Servers Number of Failed Servers

O PowerGraph LFGraph
S5 O 12 State recoverability using existing replication.

e 99% state recoverable when 6-12% servers
fail, and 87-95% when half the cluster fails.
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Graph Dataset e Out-Neighbor Replication (e.g., Pregel,

Giraph, LEGraph): Vertex states replicated
at out-neighbors on remote servers.

e Reactive recovery incurs zero-cost during
failure-free execution, and performs op-

Checkpointed iteration slowdown in PowerGraph portunistic retrieval of replicated vertices.

e Need to repeat computation between the
last checkpoint and the time of failure. 7] =
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e Imposes a complex trade-off: Frequent — . E
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checkpoints produce waste, infrequent
checkpoints produce risk.

Computation Recovery

DESIRED CHARACTERISTICS THREE R’S OF ZORR(R)O

Zorro is a general zero-cost reactive recovery protocol that opportunistically exploits natural replication.
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NESTED REPLACE

Traditional proactive approaches prioritize

CR Z . f ZO FR CR REPLACE REBUILD RESUME
. £OrT0 strives for Tri+near- ' Replace failed servers Rebuild state of replacement Resume from the start of
(using, e.g., ZooKeeper). servers using available state replicas. failed iteration, after partial scatter.

ACCURACY EVALUATION
Application-specific metrics. PageRank: e ML: PageRank mass lost @ TL: PageRank top-k lost. SSSP: e PL: paths lost ¢ AD: average normalized path difference.
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RECOVERY OVERHEAD PARTITIONING METHODS SUMMARY
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Recovery Time

Relative Overhead

Scalable: Both the expected number of re-
Recovery Time Network Overhead | 0.012 ‘ ] covered vertices and the probability of re-
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covery (assuming hash partitioning) de-
pend only on the fraction of failed servers.
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Recovery time and network overhead are a fraction of
that in a normal iteration.
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FUNDING AND RESEARCH GROUPS Random Grid Oblivious | Random Grid Oblivious BE?lllent: Rebuild of each failed server
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SSSP in PowerGraph : : : : .
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Intelligent partitioning results in at most 1.2%
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